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Abstract

Mental health disorders, such as depression,
anxiety, and bipolar disorder, are becoming in-
creasingly prevalent worldwide. These con-
ditions present significant challenges for indi-
viduals and healthcare systems alike, particu-
larly given the exacerbation of these issues dur-
ing the COVID-19 pandemic. This crisis has
highlighted a critical shortage of trained mental
health professionals globally, underscoring the
urgent need for innovative detection and inter-
vention methods. This survey comprehensively
examines the application of Natural Language
Processing (NLP) techniques in the detection
of mental health disorders through text analysis,
covering research over the past decade. It traces
the evolution of methodologies from basic ma-
chine learning models to advanced neural net-
works, with a particular focus on the emergence
of transformer-based models like BERT and
GPT. These models have shown exceptional
performance in understanding and generating
human-like text, making them highly relevant
for mental health applications.

1 Introduction

Mental illnesses, also known as mental health dis-
orders, are highly prevalent worldwide and have
emerged as one of the most serious public health
concerns of our time (Rehm and Shield, 2019).
These encompass a wide range of conditions, in-
cluding depression, suicidal ideation, bipolar dis-
order, autism spectrum disorder (ASD), anxiety
disorders, schizophrenia, and many others. The
impact of these illnesses can be far-reaching, neg-
atively influencing an individual’s physical health
and overall well-being, a situation further exacer-
bated by the COVID-19 pandemic (Santomauro
et al., 2021).

According to the latest statistics, millions of peo-
ple across the globe grapple with one or more men-
tal health disorders (Rehm and Shield, 2019). How-
ever, early detection of these conditions can be

instrumental in mitigating their progression and fa-
cilitating more effective treatment. Identifying the
signs and symptoms of mental illness at an early
stage can pave the way for timely intervention, po-
tentially alleviating the long-term consequences
and improving overall outcomes for those affected.

The far-reaching impact of mental health disor-
ders on individuals, communities, and societies as
a whole underscores the pressing need for height-
ened awareness, de-stigmatization, and the devel-
opment of robust strategies for early detection and
intervention. By addressing these challenges proac-
tively and holistically, we can work towards creat-
ing a more supportive and inclusive environment
for those affected by mental illnesses, ultimately
promoting better mental health and well-being for
all.

In the contemporary world, mental health plays
a crucial role in a person’s overall well-being. The
World Health Organization (WHO)1 highlights the
intensity of this matter by reporting that globally,
one in every eight individuals suffers from a mental
disorder. A comprehensive study (McGrath et al.,
2023) reveals that over 50% of people worldwide
confront a mental health issue at some point in their
lives. Despite the prevalence of mental health con-
cerns, adequately trained professionals are scarce,
which hinders access to timely and effective in-
tervention. This motivates the need to leverage
technology for automated mental disorder detec-
tion to bridge the gap between mental health needs
and available resources.

We present a broad scope of mental illness de-
tection using Natural Language Processing (NLP)
that encompasses a decade of research, covering
different types of mental illnesses and a variety of
data sources. Our review aims to provide a com-
prehensive overview of the latest trends and recent
NLP methodologies employed for text-based men-

1https://www.who.int/news-room/fact-sheets/
detail/mental-disorders
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tal illness detection, while also highlighting future
challenges and directions. Our review seeks to
answer the following questions:

• What are the main NLP trends and approaches
for mental illness detection?

• Which features have been used for men-
tal health detection in traditional machine
learning-based models?

• Which neural architectures have been com-
monly used to detect mental illness?

• What are the main challenges and future di-
rections in NLP for mental illness?

By addressing these questions, our review en-
deavors to provide a comprehensive and up-to-
date understanding of the state-of-the-art in NLP
for mental illness detection. We aim to elucidate
the evolution of methodologies, from traditional
machine learning techniques to cutting-edge neu-
ral architectures, while underscoring the potential
of NLP to facilitate early detection, intervention,
and support for individuals grappling with mental
health challenges.

1.1 Problem Statement

Problem Formulation: Given a collection of so-
cial media posts or texts authored by individuals,
our objective is to detect the presence or absence
of a particular mental disorder. We first obtain a
suitable representation of the textual data. Subse-
quently, we formulate this as a binary classification
problem, where we aim to classify whether the
subject exhibits signs of the mental disorder under
consideration based on the linguistic cues and pat-
terns present in their textual data. This formulation
can be applied to both temporal and non-temporal
data scenarios.

Detecting mental illness from text can be framed
as a text classification or sentiment analysis prob-
lem (Nadkarni et al., 2011), where NLP techniques
can be leveraged to automatically identify early in-
dicators of mental health disorders. By harnessing
the power of NLP, we can support early detection,
prevention, and treatment efforts by analyzing the
linguistic cues and patterns present in textual data.

The ability to process and interpret textual data
on a large scale opens up new avenues for under-
standing and addressing mental health challenges.
NLP models can be trained to recognize subtle

linguistic markers that may signify mental health
issues, enabling timely intervention and support.
Moreover, the insights derived from these analy-
ses can inform the development of more effective
mental health surveillance systems (Ive et al., 2020;
Mukherjee et al., 2020; Jackson et al., 2017), con-
tributing to enhanced public health strategies and
better outcomes for individuals affected by mental
illnesses.

1.2 Motivation

A significant portion of mental health issues and
their management unfolds through the medium of
natural language (Sadock et al., 2015). This encom-
passes a wide array of elements, such as the evalua-
tion of symptoms and signs associated with mental
health disorders, as well as various forms of inter-
ventions, notably talk therapies. In this context, the
wealth of information embedded within recorded
textual expressions and interactions serves as a piv-
otal resource, enhancing both research endeavors
and practical applications in the field of mental
health.

Consequently, Natural Language Processing
(NLP), a branch of computer science that enables
computers to derive meaningful insights from free-
form text (natural language), has demonstrated
considerable promise as a tool to aid in mental
health-related tasks. These tasks include identify-
ing specific mental health conditions (Zhang et al.,
2022), building emotion-support chatbots (Malgar-
oli et al., 2023), and supporting interventions (Li
et al., 2023). The data utilized in these tasks is
sourced from various domains, such as clinical data
(Levis et al., 2021) and social media data (Skaik
and Inkpen, 2020; Coppersmith et al., 2014).

By harnessing the power of NLP, researchers and
practitioners can unlock the rich information con-
tained within textual data, enabling more compre-
hensive analyses, accurate diagnoses, and tailored
interventions. This interdisciplinary approach,
which bridges the fields of computer science and
mental health, holds the potential to revolution-
ize our understanding and management of mental
health disorders, ultimately leading to improved
outcomes for those affected by these conditions.

2 Background

People express their moods and mental states
through various textual forms, including social
media messages, interview transcripts, and clin-



ical notes describing patients’ conditions. In re-
cent years, natural language processing (NLP), a
branch of artificial intelligence (AI) technologies,
has emerged as an essential tool for analyzing and
managing large-scale textual data. NLP facilitates a
wide range of tasks, such as information extraction,
sentiment analysis, emotion detection, and mental
health surveillance.

2.1 Psychological Background of Mental
Disorders

A comprehensive psychological model of mental
disorders posits that biological, social, and situ-
ational factors contribute to mental health issues
by disrupting or unsettling various psychological
processes.

This core concept is depicted in Figure 1. Tradi-
tionally, psychological approaches have maintained
a distinction between events and the interpretation
of these events. However, the model presented here
effectively separates events from the psychological
processes responsible for interpreting, mitigating,
and producing consequences in response to these
events. The psychological model examines the in-
terplay among these different categories of causal
variables. While biological, social, and circumstan-
tial factors are all recognized as vital and believed
to interact, the crucial aspect of this model lies in
the combined impact of these interacting factors on
psychological processes, ultimately giving rise to
mental disorders.

A straightforward way to approach the concept
of psychological disorders is by identifying behav-
iors, thoughts, and internal experiences that are
unusual, distressing, impair one’s functioning, and,
in some cases, pose a risk to oneself or others as
indicative of a disorder. For instance, when you ask
a classmate out on a date and face rejection, feeling
dejected is a normal response. However, suppose
you experience extreme depression to the extent
that it disrupts your daily life, affecting your ap-
petite, sleep, self-esteem, and even contemplating
self-harm or suicide. In that case, this response is
atypical and may signify the presence of a psycho-
logical disorder. It’s important to note that some-
thing being atypical doesn’t automatically make it
disordered.

2.2 Applications of AI and NLP to Mental
Health

Recent advancements in the fields of Artificial In-
telligence (AI) and machine learning offer promis-

ing solutions for addressing challenges in Mental
Health Intervention (MHI). Technological and algo-
rithmic approaches are being developed across var-
ious healthcare domains, including radiology, on-
cology, ophthalmology, emergency medicine, and,
of particular relevance here, mental health.

One especially pertinent branch of AI is Natural
Language Processing (NLP), which enables the rep-
resentation, analysis, and generation of large cor-
pora of language data. NLP facilitates the quantita-
tive study of unstructured free-text, such as conver-
sation transcripts and medical records, by rendering
words into numerical and graphical representations.
Mental Health Interventions (MHIs) heavily rely
on linguistic exchanges, making them well-suited
for NLP analysis (Sims, 1988), which can specify
aspects of the interaction at the utterance-level de-
tail for an extremely large number of individuals, a
feat previously impossible.

NLP for MHI began with pre-packaged software
tools (Tausczik and Pennebaker, 2010), followed
by more computationally intense deep neural net-
works (Cho et al., 2014), particularly large lan-
guage models (e.g., attention-based architectures
like Transformers) (Vaswani et al., 2017a), and
other methods for identifying meaningful trends in
large amounts of data. The proliferation of digital
health platforms has made these types of data more
readily available, enabling the study of treatment
fidelity, estimation of patient outcomes, identifica-
tion of treatment components, evaluation of thera-
peutic alliance, and assessment of suicide risk in a
transformative manner.

Moreover, NLP has been applied to mental
health-relevant contexts beyond MHI, including so-
cial media (Chancellor and De Choudhury, 2020)
and electronic health records (Vaci et al., 2020),
demonstrating its research potential. However,
questions remain about its impact on clinical prac-
tice, with a significant limiting factor being the
current separation between two communities of
expertise: clinical science and computer science.

Clinical researchers possess domain knowledge
on MHI but face challenges in keeping up with
the rapid advances in NLP. This separation is re-
flected in the continued reliance of clinical re-
searchers on traditional expert-based dictionary
methods (Tausczik and Pennebaker, 2010), while
computer science continues to advance the state-
of-the-art in large language models (Vaswani et al.,
2017b). Bridging this gap between domain exper-



Figure 1: The central role of psychological processes.

tise and cutting-edge NLP techniques is crucial
for fully realizing the potential of AI and machine
learning in addressing mental health intervention
challenges.

3 Datasets

3.1 Dataset Sources

Figure 2 illustrates the distribution of various data
sources used in mental illness detection research.
The majority of sources are social media posts
(81%), followed by interviews (7%), electronic
health records (EHRs) (6%), screening surveys
(4%), and narrative writing (2%) (Zhang et al.,
2022). Relational and accurate datasets are essen-
tial to train mental illness detection models. These
datasets can be collected from several sources, in-
cluding social media posts, screening surveys, nar-
rative writing, interviews, and EHRs. Additionally,
the datasets used for different detection tasks may
vary in the types of mental illnesses they focus on
and the language they use.

3.1.1 Social media posts

The rise of social media platforms has provided
a valuable outlet for individuals to freely express
their emotions, thoughts, and personal experiences.
These online spaces have become increasingly pop-
ular amongst those grappling with mental health
conditions, as they offer a means to openly share
their mental states, discuss related issues, and con-
nect with others facing similar challenges. Through
the publication of text messages, photographs,
videos, and shared links, social media users can
candidly document their journeys and seek sup-
port from virtual communities. Among the promi-
nent platforms utilized for this purpose are Twitter,

Reddit, Tumblr, Chinese microblogs, and various
online forums.

Twitter, a widely renowned social networking
service boasting over 300 million active users on
a monthly basis, has emerged as a potent plat-
form for individuals to share their perspectives
through concise posts known as tweets. Users
can freely compose and publish these tweets or
engage with others’ content by retweeting their
messages. For researchers investigating mental
health dynamics, Twitter offers a rich source of
data that can be collected and analyzed through the
platform’s available application programming inter-
faces (APIs). For instance, Sinha et al. (2019) have
harnessed Twitter data to create a manually anno-
tated dataset aimed at identifying instances of sui-
cidal ideation expressed through tweets. Similarly,
Hu et al. (2021) employed a rule-based approach
to label Twitter users’ depression status based on
their posted content. However, it is important to
note that Twitter’s privacy policies prohibit the pub-
lic sharing of downloaded tweet texts, limiting the
availability of datasets to only tweet identifiers,
many of which may become inaccessible over time.

Reddit, another widely popular social media
platform, facilitates the publication of posts and
comments by its users. What sets Reddit apart
from other data sources is its unique organization
of content into distinct subreddits, each dedicated
to a specific topic, such as depression or suicide.
Owing to Reddit’s open data policy, researchers
can readily access and utilize datasets derived from
this platform. For example, Yates et al. established
the "Reddit Self-reported Depression Diagnosis"
(RSDD) dataset (Yates et al., 2017), comprising
approximately 9,000 users who self-reported de-
pression and 100,000 control users. Similarly, the



Figure 2: The pie chart depicts the percentages of different textual data sources based on their numbers.

CLEF risk 2019 (Naderi et al., 2019) shared task
proposed an anorexia and self-harm detection task
based on data sourced from the Reddit platform.

Online forums, also referred to as online com-
munities, provide a dedicated space for individu-
als to discuss their mental health conditions and
seek support from others facing similar challenges.
These forums can take various forms, including
chat rooms and discussion boards, such as Recov-
eryourlife and Endthislife. Researchers have lever-
aged data from these online forums to develop and
train models for detecting psychological distress.
For instance, Saleem et al. (2012) designed a psy-
chological distress detection model utilizing dis-
cussion threads downloaded from an online forum
dedicated to veterans. Additionally, Franz et al.
(2020) employed text data from TeenHelp.org, an
Internet support forum, to train a system for detect-
ing self-harm.

3.1.2 Electronic Health Records (EHRs)
Electronic Health Records (EHRs) represent a rich
and invaluable source of secondary healthcare data,
meticulously documenting patients’ historical med-
ical records (Menachemi and Collum, 2011). EHRs
often encompass a diverse array of data types,
including patient profile information, medication
records, diagnosis histories, and medical images.
Notably, in the context of mental illness, EHRs
frequently incorporate clinical notes written in nar-

rative form (Kho et al., 2013), chronicling the pa-
tient’s condition and treatment journey. The wealth
of information contained within EHRs makes them
well-suited for the application of Natural Language
Processing (NLP) techniques to assist in disease
diagnosis and analysis. Researchers have success-
fully utilized EHR datasets for tasks such as suicide
risk screening (Downs et al., 2017), identification
of depressive disorders (Kshatriya et al., 2021), and
prediction of mental health conditions (Tran and
Kavuluru, 2017).

3.1.3 Interviews
Another approach to detecting mental illness in-
volves conducting interviews with participants and
subsequently analyzing the linguistic information
extracted from transcribed clinical interviews. Sev-
eral notable datasets have been compiled using
this method, including the DAIC-WoZ depression
database (Ringeval et al., 2017), which comprises
transcriptions of interviews with 142 participants.
Additionally, the AViD-Corpus (Valstar et al., 2014)
encompasses data from 48 participants, while the
schizophrenic identification corpus was collected
through interviews with 109 individuals (Voleti
et al., 2019).

3.1.4 Screening surveys
To evaluate participants’ mental health conditions,
researchers often employ screening surveys or ques-



tionnaires designed for clinician-patient diagnosis
or self-assessment purposes. These surveys are dis-
tributed to participants through crowdsourcing plat-
forms like Crowd Flower and Amazon’s Mechani-
cal Turk, or via online platforms. Once completed,
the collected data is labeled and analyzed. The
content of these surveys varies to assess different
psychiatric symptoms and conditions. For the eval-
uation of depression, widely used questionnaires
include the Patient Health Questionnaire (PHQ-9)
(Tlachac et al., 2019) and the Beck Depression In-
ventory (BDI) (Stankevich et al., 2020), both aimed
at assessing the severity of depressive symptoms.
The Center for Epidemiological Studies Depres-
sion Scale (CES-D) questionnaire (Wongkoblap
et al., 2018), comprising 20 multiple-choice ques-
tions, is another instrument designed specifically
for testing depression. In the context of suicide
ideation, researchers often utilize questionnaires
such as the Holmes-Rahe Social Readjustment Rat-
ing Scale (SRRS) (Delgado-Gomez et al., 2012) or
the Depressive Symptom Inventory-Suicide Sub-
scale (DSI-SS) (von Glischinski et al., 2016).

3.1.5 Narrative writing
In addition to data sourced from social media plat-
forms, EHRs, interviews, and screening surveys,
researchers have also utilized other types of narra-
tive texts for mental health analysis. These include
writings produced by participants as part of spe-
cific experiments or personal narratives that were
not initially published on social media platforms.
For instance, one study involved asking children to
write stories about a time when they faced a prob-
lem or conflict with others. The researchers then
analyzed these personal narratives to detect signs
of Autism Spectrum Disorder (ASD) (Hilvert et al.,
2020). Another study conducted a case analysis of
Greek poetry from the 20th century with the aim
of predicting suicidal tendencies among the poets
based on their written works (Zervopoulos et al.,
2019). These varied sources of data, ranging from
social media posts and EHRs to interviews, sur-
veys, and narrative writings, provide researchers
with a wealth of information to develop and refine
natural language processing techniques for mental
health analysis and support.

3.2 Available Datasets

In the past, the research community has witnessed
the utilization of widely available datasets such
as the CLPsych shared task (Coppersmith et al.,

2015), the Reddit Self-reported Depression Diag-
nosis dataset (Yates et al., 2017), and the Language
of Mental Health dataset (Gkotsis et al., 2016), as
well as the early risk prediction on the Internet
(eRISK) data from the CLEF Forum (Losada et al.,
2018). Only a handful of datasets are available
in the public domain, with many being either re-
producible or available upon request. Researchers
encounter more than a dozen new datasets for pre-
dicting mental health conditions based on social
media data every year.

Due to the limited availability of these datasets,
this section aims to highlight the most popular and
reproducible datasets or those that can be obtained
through requests or signed agreements. We will
delve into the details of each dataset, providing a
comprehensive overview of the resources available
for mental health analysis research.

The scarcity of publicly accessible datasets
presents a significant challenge for researchers in
this field. However, by focusing on the most widely
used and accessible resources, we can facilitate
knowledge sharing, reproducibility, and collabora-
tive efforts toward advancing mental health analy-
sis techniques.

CLPsych Shared Task Dataset: The CLPsych
dataset (Coppersmith et al., 2015) contains three
modules, namely, DepressionvControl (DvC), PTS-
DvControl (PvC), and DepressionvPTSD (DvP),
which are available via signed agreement. Aca-
demic researchers must sign a confidentiality agree-
ment to ensure the privacy of the data when using
this dataset.

Multimodal Dictionary Learning (MDDL):
The MDDL (Shen et al., 2017) is a depression de-
tection dataset comprising D1, D2, and D3 mod-
ules. The Depression Dataset D1 is constructed us-
ing tweets from 2009 and 2016, where users were
labeled as depressed if their anchor tweets satisfied
the strict pattern "(I’m/I was/I am/I’ve been) diag-
nosed depression". The Non-Depression Dataset
D2 is constructed in December 2016, where users
were labeled as non-depressed if they had never
posted any tweet containing the character string
"depress". Although D1 and D2 are well-labeled,
the depressed users in D1 are too few, thus, a larger
unlabeled Depression-candidate Dataset D3 is con-
structed for depression behavior discovery, which
contains much more noise.

Reddit Self-reported Depression Diagnosis
(RSDD) The RSDD dataset (Yates et al., 2017) con-



tains the Reddit posts of approximately 9,000 users
who have claimed to have been diagnosed with
depression ("diagnosed users") and approximately
107,000 matched control users. The introduction
of the Reddit dataset has made a significant contri-
bution, which has been utilized by many existing
studies.

Self-Reported Mental Health Diagnoses
(SMHD) Dataset: Similar to the RSDD dataset,
the SMHD dataset (Cohan et al., 2018) can be ob-
tained via signed agreement as per the privacy pol-
icy of the data. The dataset consists of Reddit posts
from users diagnosed with one or several of nine
mental health conditions ("diagnosed users"), and
matched control users. This dataset has been used
by a few studies in the literature and is related to
multiple mental health conditions instead of just
depression.

eRISK: The eRISK dataset (Losada et al., 2019)
is available online for experiments and analysis to
meet the targets of a shared task for a few years.
The dataset for early risk detection by the CLEF
Lab is provided to solve the problems of detecting
depression, anorexia, and self-harm over the past
few years.

Pirina: A new dataset, named Pirina (Triantafyl-
lopoulos et al., 2023), is proposed and available
online for research purposes. A filtered data is ex-
tracted from the Reddit social media platform for
the depression detection task. Although this dataset
is not actively maintained, it can be extracted and
used for pilot studies.

Ji: A new Reddit dataset (Ji et al., 2018, 2020)
of 5,326 suicidal posts out of 20,000 posts and
594 Suicidal Tweets out of 10,000 Tweets were
extracted for experiments and evaluation of the pro-
posed classification approach for suicidal risk de-
tection. This dataset is referred to as the Ji dataset
in this study and is available upon request.

Sina Weibo: Another dataset (Liao et al., 2013),
proposed for the public domain and remains un-
named, is given the name of the social media plat-
form, Sina Weibo, to refer to it in this study. The
dataset comprises 3,652 users with suicidal tenden-
cies and 3,677 users without suicidal risk, extracted
from Sina Weibo, a Chinese social media platform.

Dreaddit: Dreaddit (Turcan and McKeown,
2019) is a new text corpus of lengthy multi-domain
social media data for the identification of stress.
This dataset consists of 190K posts from five differ-
ent categories of Reddit communities; the authors

additionally label 3.5K total segments taken from
3K posts using Amazon Mechanical Turk. The lex-
ical features used in this dataset are the Dictionary
of Affect in Language, LIWC features, and the
patterns sentiment library; syntactic features like
unigrams and bigrams, the Flesch-Kincaid Grade
level, and the automated reliability index; social
media features like timestamp, upvote ratio, karma
(upvote–downvote), and the total number of com-
ments.

Suicide Risk Assessment using Reddit
(SRAR): The SRAR dataset (Gaur et al., 2019) is
available in the public domain. The dataset is com-
posed of 500 Redditors (anonymized), their posts,
and domain expert annotated labels. The SRAR is
used along with different lexicons built from the
knowledge base associated with mental health like
SNOMED-CT, ICD-10, UMLS, and Clinical Tri-
als. This dataset has been recently used, and the
research community looks forward to utilizing it
soon to enhance the proposed techniques.

Aladaug: This dataset (Aladağ et al., 2018) was
built by Aladaug during his study on the identi-
fication of suicidal tendencies from social media
posts. Since no name was given to this dataset,
it is referred to as Aladaug in this study. Among
10,785 posts, 785 were manually labeled for this
study. This dataset is available upon request from
the authors.

The University of Maryland Reddit Suicidal-
ity Dataset (UMD-RD): The UMD-Reddit Dataset
(Shing et al., 2018; Zirikly et al., 2019) contains
one sub-directory with data pertaining to 11,129
users who posted on SuicideWatch, and another for
11,129 users who did not. For each user, there is
full longitudinal data from the 2015 Full Reddit
Submission Corpus. The UMD-Reddit dataset has
been actively used by academic researchers since
2019, as it is available via signed agreement.

GoEmotion: The GoEmotion dataset (Demszky
et al., 2020) contains 58K carefully curated com-
ments extracted from Reddit, with human annota-
tions to 27 emotion categories or Neutral. It also
contains a filtered version based on rater agree-
ment, which includes a train/test/validation split.
This dataset was proposed in 2020 for emotion de-
tection and has been used to validate the scalability
of the proposed models for stress detection.

SDCNL Dataset: The SDCNL (Haque et al.,
2021) dataset was collected using the Reddit API
and scraped from two subreddits, r/SuicideWatch



and r/Depression, containing a total of 1,895 posts.
Two fields were utilized from the scraped data: the
original text of the post as inputs, and the subreddit
it belongs to as labels. Posts from r/SuicideWatch
are labeled as suicidal, and posts from r/Depression
are labeled as depressed.

CAMS: CAMS stands for Causal Analysis for
Mental illness in Social media posts. The intro-
duction of the CAMS dataset enables academic
researchers to perform causal inference, causal
explanation extraction, and causal categorization.
The dataset contains 5,051 samples and categorizes
each sample into one of the five different causal cat-
egories, namely, bias/abuse, jobs and careers, med-
ication, relationships, and alienation. This dataset
is publicly available (Garg et al., 2022).

RHMD: The RHMD stands for a Real-world
Dataset for Health Mention classification on Red-
dit data (Naseem et al., 2022). The health men-
tion is defined as a problem to find symptoms and
understand its semantics. These semantics spec-
ify the contextual perspective of a given symptom
in texts. Every sample of this dataset categorizes
a given post into five categories: health mention,
non-health mention, hyperbolic mention, figurative
mention, and uninformative.

Kayalvizhi: A unique dataset (S et al., 2022)
that not only detects depression from social media
but also analyzes the level of depression. Initially,
20,088 instances of postings data were annotated,
out of which 16,613 instances were found to be
mutually annotated instances by the two judges,
and thus they were considered as instances of the
dataset with their corresponding labels.

4 Coverage of Papers

In this section, we discuss traditional machine
learning and deep learning approaches for mental
illness detection, including temporal representation
models. We highlight the shift from manual feature
extraction in ML models to automated, advanced
feature extraction in DL models like CNNs, RNNs,
and transformers. We also explore the emerging
role of large language models, such as GPT-3.5,
GPT-4, and LLaMA, in enhancing mental health ap-
plications through techniques like few-shot prompt-
ing and fine-tuning.

4.1 Machine Learning based Approach

Traditional machine learning methods, such as Sup-
port Vector Machines (SVM), Adaptive Boosting

(AdaBoost), and Decision Trees, have long been
employed for various NLP downstream tasks, in-
cluding mental illness detection. These methods
typically follow a pipeline approach involving data
pre-processing, feature extraction, modeling, opti-
mization, and evaluation. Key to training effective
ML models is the selection of main contributing
features, which also help identify key predictors of
illness.

Linguistic features encompass syntactic features
like Part-of-Speech (POS) tagging, which catego-
rizes words based on grammatical use and function
(Birjali et al., 2017; Trifan et al., 2020; Briand et al.,
2018), and dependency parsing, which examines
the grammatical structure of sentences (Tadisetty
and Ghazinour, 2021; Doan et al., 2019). Lexicon-
based features include the Bag-of-Words (BoW)
model, a basic text representation method (Trifan
and Oliveira, 2019; Lin et al., 2017b; Chomutare,
2014), and measures of lexical diversity and den-
sity, which assess unique vocabulary usage and the
proportion of content words (Voleti et al., 2019).
Emotion features involve sentiment scores, quanti-
fying the sentiment polarity of texts using tools like
VADER, SenticNet, and AFINN lexicons (Leiva
and Freire, 2017; Stephen and Prabu, 2019), and
emotion scores, which gauge the emotional inten-
sity in texts using resources such as the NRC Affect
Intensity Lexicon (Guntuku et al., 2018; Delahunty
et al., 2018). Topic features are derived from topic
modeling algorithms like Latent Dirichlet Alloca-
tion (LDA), Latent Semantic Analysis (LSA), and
Non-negative Matrix Factorization (NMF) to ex-
tract topics from texts (Shickel et al., 2020; Hwang
et al., 2020; Fodeh et al., 2019). The Linguistic In-
quiry and Word Count (LIWC) tool automatically
extracts linguistic styles from texts by calculating
the percentage of words in various categories, in-
cluding linguistic, social, and affective (Islam et al.,
2018; Su et al., 2018).

Statistical features are divided into statistical cor-
pus features and vector-based features. Statistical
corpus features include n-grams, contiguous se-
quences of n words (Shickel et al., 2020; He et al.,
2017), term frequency-inverse document frequency
(TF-IDF), which reflects a word’s importance in a
document (Boag et al., 2021; Adamou et al., 2018),
and length statistics, which measure the length of
posts, documents, or average sentences (Saleem
et al., 2012; Trifan and Oliveira, 2021). Vector-
based features include word embeddings, which



are vector representations of words like word2vec
and GloVe (Lin et al., 2017b; Guntuku et al., 2018),
and document embeddings, which are vector rep-
resentations of entire documents (Bandyopadhyay
et al., 2019).

Domain knowledge features consist of concep-
tual features such as the Unified Medical Language
System (UMLS), which provides key terminology,
coding standards, and resources related to biomed-
ical information (Zhong et al., 2018), and linguis-
tic dictionaries that contain words related to men-
tal health illnesses (Huang et al., 2019; Lv et al.,
2015).

Auxiliary features encompass social, behavioral,
time, and user profile features. Social behavioral
features include measures of social connectivity,
such as the number of followers, friends, and com-
munities joined on social media (Dao et al., 2014),
and user behaviors, like the frequency of comments
and forwards (Hwang et al., 2020; Katchapakirin
et al., 2018). Time features focus on time-related
aspects like sending time and time intervals (Gun-
tuku et al., 2019; Zhao et al., 2015). User’s pro-
file features include individual information on so-
cial networks (Chang and Tseng, 2020; Tong et al.,
2022).

Machine learning models for mental illness de-
tection often combine various extracted features,
predominantly using supervised learning meth-
ods. These methods include SVM, AdaBoost, k-
Nearest Neighbors (KNN), Decision Trees, Ran-
dom Forests, Logistic Model Trees (LMT), Naive
Bayes (NB), Logistic Regression, XGBoost, and
ensemble models. Supervised learning is advan-
tageous due to its ability to learn patterns from
labeled data, ensuring better performance. How-
ever, accurately labeling large datasets is time-
consuming and challenging, although some meth-
ods help reduce the burden of human annotation.

To address the limitations of relying on labeled
data, unsupervised learning methods are used to dis-
cover patterns from unlabeled data, such as through
clustering or using LDA topic models. These
unsupervised models often extract additional fea-
tures for developing supervised learning classifiers.
Some research has also explored semi-supervised
learning, which combines large amounts of un-
labeled data as additional information, including
methods like semi-supervised topic modeling over
time and classic semi-supervised algorithms like
YATSI and LLGC.

4.2 Deep Learning based Approach
Deep learning methods offer significant advance-
ments over traditional machine learning by au-
tomating feature extraction, thereby eliminating
the need for extensive feature engineering. This
automation enables models to capture valuable fea-
tures more effectively, leading to notable improve-
ments across various fields, including computer
vision, natural language processing (NLP), and
signal processing. Recently, deep learning tech-
niques have shown superior performance in detect-
ing mental illness from text compared to traditional
machine learning methods.

Deep learning frameworks typically consist of
two layers: an embedding layer and a classification
layer. The embedding layer converts sparse one-hot
encoded vectors into dense vectors that preserve
semantic and syntactic information, enhancing the
training of deep learning models. Various embed-
ding techniques are used, such as ELMo, GloVe,
word2vec, and contextual language representations
like BERT and ALBERT.

Based on the structure of their classification lay-
ers, deep learning methods for mental illness de-
tection can be categorized into four main types:
convolutional neural networks (CNN)-based meth-
ods, recurrent neural networks (RNN)-based meth-
ods, transformer-based methods, and hybrid-based
methods that combine different neural network
structures.

4.2.1 CNN-Based Models
Standard CNN structures include convolutional lay-
ers and pooling layers, followed by fully-connected
layers. Some studies have used standard CNNs
combined with features like LIWC, TF-IDF, BOW,
and POS to build classification models (Gaur et al.,
2019; Boukil et al., 2019; Phan et al., 2020; Wang
et al., 2018; Trotzek et al., 2018; Obeid et al., 2019).
For example, a hierarchical MGL-CNN model was
proposed to capture sentiment information (Rao
et al., 2020), and another framework combined
CNN with a graph model to leverage tweet con-
tent and social interaction information (Lin et al.,
2017a).

4.2.2 RNN-Based Models
RNNs are beneficial for sequential data such as
text because their architecture allows previous out-
puts to be used as inputs. LSTM and GRU mod-
els, which address the vanishing gradient prob-
lem of traditional RNNs, are commonly used in



NLP. Numerous studies have utilized LSTM or
GRU (Tran and Kavuluru, 2017; Ghosh and An-
war, 2021; Ahmed et al., 2021; Wu et al., 2020;
Zogan et al., 2022; Yao et al., 2021), some incor-
porating attention mechanisms to highlight signifi-
cant word information. Hierarchical attention net-
works based on LSTM or GRU structures have
also been developed to better exploit different lev-
els of semantic information (Sekulić and Strube,
2020). Other approaches include transfer learning
(Rutowski et al., 2021, 2020), multi-task learning
(Ghosh et al., 2022; Dinkel et al., 2019; Zhou et al.,
2017; Wang et al., 2020b), reinforcement learning
(Gui et al., 2019b,a), and multiple instance learn-
ing (Wongkoblap et al., 2019b,a). Additionally,
Sawhney et al. (2021b) introduced an ordinal hier-
archical LSTM attention model called SISMO.

4.2.3 Transformer-Based Models
Transformer architectures effectively solve long-
range dependencies using attention mechanisms.
For instance, the C-Attention network uses a
transformer encoder block with multi-head self-
attention and convolution processing (Wang et al.,
2021). Other researchers have developed Trans-
formerRNN with multi-head self-attention (Zhang
et al., 2021). Transformer-based pre-trained
language models, including BERT, DistilBERT,
Roberta, ALBERT, BioClinical BERT, XLNET,
and GPT, have proven the potential of large-scale
pre-training models for mental illness detection
(Haque et al., 2020; Chaurasia et al., 2021; Malviya
et al., 2021; Murarka et al., 2020; Wang et al.,
2020a).

4.2.4 Hybrid-Based Models
Hybrid methods combine multiple neural networks
to enhance mental illness detection. For example,
hybrid frameworks combining CNN and LSTM
models capture both local and long-dependency
features, outperforming individual CNN or LSTM
classifiers (Gaur et al., 2021; Tadesse et al., 2019;
Zhou et al., 2020; Deshpande and Warren, 2021;
Solieman and Pustozerov, 2021). The STATENet
model (Sawhney et al., 2020), which includes
an individual tweet transformer and a Plutchik-
based emotion transformer, jointly learns linguis-
tic and emotional patterns. Inspired by improved
performance using sub-emotion representations,
a deep emotion attention model was presented
(Aragón et al., 2020; Lara et al., 2021; Aragon
et al., 2021), incorporating sub-emotion embed-

ding, CNN, GRU, and an attention mechanism.
The PHASE model (Sawhney et al., 2021a) learns
the chronological emotional progression of users
through a time-sensitive emotion LSTM and Hyper-
bolic Graph Convolution Networks, using BERT
fine-tuned for emotions and a heterogeneous so-
cial network graph. The Events and Personal-
ity traits for Stress Prediction (EPSP) model (Li
et al., 2021) is a joint memory network for learning
the dynamics of user’s emotions and personality.
Hyperbolic graph convolution networks (Sawhney
et al., 2021c) combine hyperbolic graph convolu-
tions with the Hawkes process to learn the historical
emotional spectrum of a user.

4.3 Temporal Representation based Approach

Recent research leverages longitudinal data to cap-
ture unique patterns of emotional transitions in
mental health patients. These approaches typically
process m words (Trotzek et al. (2018); Uban et al.
(2021); Orabi et al. (2018)) or n posts (Ragheb et al.
(2019); Mitchell et al. (2015)) sequentially, using
chunking and majority voting for classification. An
alternative method involves concatenating all posts
related to a specific subject for feature extraction
(Aguilera et al. (2021); Jamil (2017)). However,
both methods fail to incorporate the temporal vari-
ations between posts, as chunking and majority
voting do not account for these variations.

Some studies align more closely with approach
to temporal representation of social media posts.
For instance, De Choudhury et al. (2013) analyzed
a user’s daily tweets to derive behavioral measures
such as engagement, ego network, emotion, linguis-
tic style, depressive language, and demographics.
These measures were compiled daily, creating time
series data over an entire year of Twitter activity.
Nevertheless, irregular or sporadic tweeting pat-
terns can hinder accurate behavioral analysis over
time. Similarly, Reece et al. (2017) employed state-
space temporal analysis with daily and weekly time
windows to detect depression, but their reliance on
low-level features like tweet counts, average word
count, and part-of-speech counts lacked the seman-
tic depth needed for properly representing the emo-
tional nuances of human language. Chen et al.
(2020) experimented with various time window
sizes to create time series representations of sub-
jects’ mood profiles, yet their sentiment retrieval
was limited by a word-counting approach to iden-
tify positive and negative affects.



Guo et al. (2021) used a pre-trained BERT model
fine-tuned on the "SemEval shared task on Affect in
Tweets" data to classify emotions such as joy, sad-
ness, anger, and fear in sentences. These sentences
were represented by binary vectors indicating the
presence of each emotion, and the vectors were
aggregated to form emotional representations for
posts. Emotional transition matrices, derived from
user data through sliding windows and Markov’s
assumption, were used as features for training clas-
sifiers.

Recent advances in language-based models have
furthered the identification of mental disorders. For
example, Ji et al. (2022) pre-trained BERT specif-
ically for the mental health domain by collecting
data from Reddit, comprising approximately 13.67
million sentences. This computationally expen-
sive process took over eight days and utilized four
Tesla V100 GPUs. Aragon et al. (2023) imple-
mented a two-stage adaptation of BERT, which
reduced resource utilization. The first stage fine-
tuned the model to match social media language
using the Reddit TIFU dataset (about 120k text-
summary pairs), as introduced by Kim et al. (2019).
The second stage adapted the model to the men-
tal health domain using a specialized dataset from
Reddit, comprising over 105k posts related to men-
tal disorders from mental health subreddits. This
fine-tuning approach proved proficient in detecting
mental disorders by analyzing the distinct writing
styles associated with them.

4.4 Large Language Models in Mental Health
Care

A significant body of existing work has focused
on directly prompting large language models such
as GPT-3.5 or GPT-4 for mental health applica-
tions without additional training. Some examples
include depression detection (Bao et al., 2023; Hay-
ati et al., 2022), suicide detection (Zhou et al.,
2023), cognitive distortion detection (Chen et al.,
2023), and relationship counseling (Vowels et al.,
2023). In these studies, large language models
(LLMs) function as intelligent chatbots, engaging
with users to provide a range of mental health ser-
vices, including analysis (Ma et al., 2023; Yang
et al., 2023a), prediction (Xu et al., 2024), and
support (Lai et al., 2023; Fu et al., 2023).

To enhance their effectiveness, methods like few-
shot prompting, which presents the LLMs with a
small number of task demonstrations before requir-

ing them to perform a task, and chain-of-thought
(CoT) prompting (Wei et al., 2022), which prompts
the model to generate intermediate steps or paths
of reasoning when dealing with problems, are em-
ployed. Drawing inspiration from the success of
CoT in natural language processing (NLP), novel
approaches such as chain-of-empathy prompting
(Lee et al., 2023), which incorporates insights from
psychotherapy (i.e., the therapists’ reasoning pro-
cess) to prompt the LLMs to generate the cogni-
tive reasoning of human emotion, and diagnosis-
of-thought prompting (Chen et al., 2023), which
prompts the LLMs to make a decision using three
diagnosis stages (i.e., subjectivity assessment, con-
trastive reasoning, and schema analysis), have been
proposed to further improve LLM performance in
the mental health domain.

Another stream of research focuses on the fur-
ther training or fine-tuning of general LLMs using
mental health-specific texts. This approach aims to
inject mental health knowledge into existing base
LLMs, leading to more relevant and accurate anal-
yses and support. Notable examples include Men-
taLLaMA (Yang et al., 2023b) and Mental-LLM
(Xu et al., 2024), which fine-tuned the LLaMA-2
model and the Alpaca (Taori et al., 2023)/FLAN-T5
(Chung et al., 2024) model, respectively, using so-
cial media data for enhanced mental health predic-
tions. Similarly, ChatCounselor (Liu et al., 2023)
leveraged the Psych8k dataset, comprising real in-
teractions between clients and psychologists, to
fine-tune the LLaMA model. Additionally, ExTES-
LLaMA (Zheng et al., 2023) employed the LLaMA
model, fine-tuned on emotional support dialogues.

By leveraging the powerful language understand-
ing and generation capabilities of LLMs, combined
with techniques like few-shot prompting, chain-
of-thought prompting, and fine-tuning on mental
health-specific data, researchers are exploring ways
to enhance the performance of these models in men-
tal health applications, ultimately aiming to provide
more accurate and effective analysis, prediction,
and support for individuals grappling with mental
health challenges.

4.4.1 Fine-Tuning Techniques
All the studies that involved fine-tuning large lan-
guage models (LLMs) for mental health applica-
tions adopted the instruction fine-tuning (IFT) tech-
nique. IFT is a type of fine-tuning where a model
is trained for an instruction-following task that in-
volves instructing the model to perform another



task. In contrast, classical types of supervised fine-
tuning do not involve providing instructions to the
model; instead, the model is directly fine-tuned to
perform a single downstream task.

IFT allows domain knowledge to be injected into
LLMs while improving the model’s capability to
follow human instructions accurately. For example,
in the case of the ChatCounselor (Liu et al., 2023)
study, which utilized conversations between clients
and psychologists, the researchers used prompts
such as: "Your task is to identify the patient and
counselor in the conversation. Summarize the con-
versation into only one round of conversation, one
query or description by the patient, and one feed-
back by the counselor" to prompt GPT-4 (Achiam
et al., 2023) to generate instruction-input-output
triples. In these triples, the instruction could be "If
you are a counselor, please answer the questions
based on the description of the patient." The input
would be the query or question from the patient,
and the output would be the feedback or answer
generated by the model, acting as a counselor.

By leveraging IFT, researchers can fine-tune
LLMs on mental health-specific data while pro-
viding explicit instructions on how to process and
respond to the input data. This approach not only
infuses the LLMs with domain-specific knowledge
but also enhances their ability to follow human
instructions accurately, a critical requirement for
mental health applications where precise under-
standing and appropriate responses are crucial.

5 Summary

The increasing prevalence of mental health disor-
ders, including depression, anxiety, and bipolar
disorder, highlights the urgent need for effective
detection and intervention methods. The COVID-
19 pandemic has further exacerbated these chal-
lenges, emphasizing the global shortage of trained
mental health professionals. This survey provides
a comprehensive examination of NLP techniques
used in detecting mental health disorders through
text analysis. Spanning a decade of research, it
focuses on the evolution of methodologies from
basic machine learning models to sophisticated
neural networks. Notable trends include the rise
of transformer-based models like BERT and GPT,
which have demonstrated superior performance in
understanding and generating human-like text.

The survey addresses several critical questions:

• Approaches to Mental Illness Detection:

Various methods are explored, ranging from
simple keyword spotting to complex deep
learning models.

• Features Used in Models: Traditional fea-
tures such as word frequencies and syntac-
tic structures, along with modern embeddings
and contextual features, are discussed.

• Common Neural Architectures: The survey
highlights the transition from recurrent neu-
ral networks (RNNs) to transformers, which
provide better context understanding and scal-
ability.

• Future Challenges: Issues such as data pri-
vacy, the need for diverse datasets, and the
development of interpretable models are iden-
tified as key areas for future research.

By answering these questions, the survey offers
a detailed overview of current NLP applications in
mental health and suggests potential future research
directions.

6 Conclusions and Future Work

NLP technologies hold significant promise for en-
hancing the early detection and intervention of men-
tal health disorders. Despite considerable advance-
ments, several challenges persist. These include
ensuring data privacy, creating more diverse and
representative datasets, and developing models that
can generalize across different populations and lan-
guages. Future research should focus on addressing
these challenges, improving the accuracy and inter-
pretability of NLP systems, and integrating them
effectively into clinical workflows. By advancing
these technologies, we can better support mental
health professionals and improve outcomes for in-
dividuals affected by mental health disorders. The
ongoing refinement of NLP methodologies has the
potential to profoundly impact the field of mental
health positively, offering new tools for diagnosis
and treatment.
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